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Highlights 

• Methodology for efficient development of hybrid chemical reactor models. 

• Pre-training remains efficient and robust in the presence of noise. 

• Computational time reduced by approximately 70%. 

• The generalization and extrapolation capabilities were elucidated. 

 

1. Introduction 
Scientific machine learning and hybrid modelling are used to bridge the gap between machine learning 

and mechanistic modelling [1]. It has been shown that hybrid modelling methods such as Neural 

Ordinary Differential Equations (neural-ODEs) [2] and Universal Differential Equations (UDEs) [3] can 

be used as an alternative to a mechanistic model when data is available and information regarding the 

systems are limited.  Recently, this has found applications within chemical engineering [4]. However, a 

limitation with the commonly used hybrid modelling methodologies is that they are computationally 

costly in that they involve solving ODEs and partial differential equations (PDEs) numerous times 

during the training. It has been shown that there is a way of circumventing the need for an ODE solver 

by using a collocation-based training method [5] for a significantly improved computational time. 

Furthermore, the application of collocation-based training has been demonstrated as a form of pre-

training [6]. However, both studies [5,6] only used one single set of initial conditions and utilized a 

generous amount of observation data for training their model. This work explores a novel pre-training 

strategy for robust and efficient training of hybrid models for chemical reactors, using a large set of 

initial conditions and limited observation data as would be the case if scientific machine learning is 

aiming at modelling reaction kinetics. Additionally, this study investigates methods to improve 

generalization and extrapolation capabilities of hybrid models. 

2. Methods 

This work aims at exploring pre-training for hybrid models such as neural-ODEs for chemical reactors. 

A hybrid model was developed for a non-isothermal batch reactor with multiple reactions including both 

parallel and consecutive chemical reactions. The reactions studied in this work were of higher order. 

The data for this work was generated synthetically from a reactor model. A design of experiments 

approach was used to train the neural network, splitting the initial conditions into a training and 

validation set. For a more realistic evaluation, the pre-training approach was also evaluated when 

Gaussian noise was present in the data, with a standard deviation up to 0.1. When noise was present, the 

numerical estimates of derivatives based on the data are significantly misleading, therefore spline 

interpolation was used to approximate the derivatives of the data and the spline approximation was used 

to pre-train the neural networks when noise was present.  

The pre-training was performed by first training the neural network against the derivatives of the data, 

that were numerically estimated from linear interpolation and finite difference method. With this 

approach, the need for an ODE solver is initially circumvented. Once the network has been pre-trained 

for a sufficient number of iterations; the hybrid model is solved and trained against the actual data instead 

of the numerical derivatives of the data. Thus, the model gets a significant head start by using pre-

training thus, only utilizing an ODE solver for a limited number of iterations. Note that the same network 

architecture that was used in the pre-training is used when performing the regular training. 



 

 

The loss function measures the degree of error in a prediction model and is minimized in machine 

learning. The loss function that was used for pre-training was also used during the actual training as a 

form of regularization, forming an alternative loss function. The reason for this is to investigate the 

degree of generalization with this approach. The approach taken in this study was benchmarked against 

other hybrid modelling methods such as using a neural-ODE without any pre-training.  

3. Results and discussion 

  

Figure 1.  Concentration profiles predicted after a.) 300 regular training iterations without pre-training 

(benchmark), b.) 200 pre-training iterations and 100 regular training iterations. Dashed lines show the ground 

truth data and solid lines show the hybrid model prediction.  

Figure 1 illustrates the effect of pre-training. Figure 1b shows that the predictions of the concentration 

profiles are significantly closer to the data compared to Figure 1a, despite being trained for the same 

number of iterations. After full convergence, the average training time for the benchmark was 55 mins 

and the total average training time for the scenario with pre-training was 18 mins. Demonstrating that 

total training time is cut by approximately 70% for this specific case. Furthermore, by using the 

alternative loss function for the regular training, in average, an improved generalization was obtained 

compared to the benchmark.  

4. Conclusions 

As the results demonstrate, the method is capable of achieving a faster computational time and in 

average, a better model generalization. This work shows that pre-training has the capability to speed up 

hybrid modelling and scientific machine learning problems significantly with a wide application area 

that includes chemical reaction engineering.  
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